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#### Abstract

The Russian military aggression against Ukraine in February 2022 unveiled the illusory nature of our faith in the stability of the global political system. This belief was largely rooted in our short-term observations and naive expectations that political structures and social relationships were fixed points in the evolution of history. However, the reality is that we cannot assume the socio-political order we know to be the sole possible state, nor should we expect the transition to new solutions to occur smoothly. This study presents three agent-based models demonstrating how changes in socio-political structures can exhibit a discontinuous nature. These models include a social impact model with a strong leader, a model of interactions among competing social groups, and a model of structural balance dynamics. The discontinuous changes observed stem from the multistability of multiagent models, and the resulting transitions are both irreversible and exhibit hysteresis behaviour. All the transitions considered correspond to tipping points and the critical parameter values calculated through analytical approaches agree with the results of agent-based numerical simulations. The outcomes of these models exhibit qualitative agreement with historical data, particularly concerning the causes of the First World War and Adolf Hitler's ascent to absolute power in Germany, while also complementing observed variations in connection density within echo chambers formed by conservative and liberal communities in U.S


## 1. Introduction

Theoretical physics, coupled with computer simulations, has developed universal tools that enable the comprehension of objects as disparate as elementary particles, crystals, liquids, stars, and galaxies. Some of these tools, in conjunction with insights from psychology, sociology, and history, also facilitate the examination of social phenomena. Research in this realm falls under the purview of fields known as sociodynamics [1-3] or sociophysics [4-11]. Sociophysics is closely aligned with computational social science [12], which embodies a data-driven approach to studying social phenomena [13,14]. However, it encompasses not only models of opinion change [15, 16] but also interdisciplinary enquiries such as pedestrian dynamics [17], traffic flows [18,19], urban dynamics [20], the emergence of cooperation [21], mortality [22], and the science of science [23].

Most foreign policy is formulated on the basis of scenarios that assume a high degree of continuity, inertia, and incremental changes within international systems. However, the Russian military aggression against Ukraine in February 2022 vividly demonstrated the illusory nature of our confidence in the stability of the global political system. This conviction largely emanated from the limited timeframe of our observations and our naive expectations that the prevailing political structures and social relationships were fixed points in the trajectory of history's evolution. Nevertheless, there exists no compelling reason
to posit that the socio-political order familiar to us constitutes the exclusive feasible solution, or that the transition to novel solutions must necessarily unfold along a smooth trajectory. Indeed, as seen in political scenarios, discontinuous changes can also transpire [24-26].

The primary objectives of this paper are threefold: (i) to present a concise overview of agent-based models wherein shifts in socio-political structures exhibit a discontinuous nature; (ii) to illustrate that the behaviour of these models arises from shared topological characteristics of system trajectories; and (iii) to demonstrate that these discussed models qualitatively capture well-documented historical transitions or data related to selected social groups forming echo chambers.

Our focus will be directed toward specific systems that encapsulate what is commonly referred to as tipping points within nonlinear social opinion dynamics, which emerge due to the existence of multiple equilibria. Upon reaching a tipping point (a threshold level), the trajectory of the system transforms into a runaway process [15,2729], and the tipping point prevents a straightforward return to an earlier equilibrium. Consequently, these systems manifest hysteresis trajectories.

In particular, we undertake a review and comparative analysis of the following models:

[^0]1. The model of a strong leader is grounded in the theory of social impact and demonstrates that an agent possessing a significantly strong influence (referred to as the leader's "charisma") can catalyze the formation of a group or party around them. Crossing a certain social strength threshold for such a leader triggers a discontinuous surge in the number of his followers [4,30,31].
2. A similar step-like alteration in the number of adherents to a given opinion may arise during the collision of two initially isolated social groups. Elevating the strength of interactions between these groups beyond a critical threshold results in a sudden alteration of opinions within one of the groups. Remarkably, a smaller community might exhibit greater stability if its internal connections are denser than the links within the larger, more sparsely connected community.
3. Interactions involving three agents, described as a friend of my friend and an enemy of my enemy are my friends, along with an enemy of my friend and a friend of my enemy are my enemies, can lead to a phenomenon known as structural balance [3235]. This balance, contingent on model parameters and system history, extends beyond common friendship (paradise state) to encompass polarized states - the division of a community into subgroups holding opposing opinions. In the presence of noise, the system undergoes a discontinuous and irreversible transition to a disordered state [36] when the noise level surpasses a critical threshold.

The dynamics of all three models belong to a broad class of complex contested contagion [37], wherein changes to nodes or link attributes within corresponding social networks can occur when a collective influence exerted by neighbouring agents (including a countervailing impact of two conflicting opinions) surpasses specific thresholds. The incorporation of noise endows activation thresholds with a fuzzy nature.

Tipping points are present within all the models under consideration. They can be approached through adjustments to relevant model parameters, such as the strength of a social leader, the number of cross-links connecting diverse communities, or the noise intensity in the agent system striving for structural balance. Effects of noise can sometimes be counterintuitive, as a range of noise levels can lead to states of reduced entropy corresponding to social homogenization for groups with leaders or pairs of interacting communities.

Movies visualizing the aforementioned multi-agent dynamics can be accessed at https://www.youtube.com/watch?v=q8uPiFaUKOg\&t= 17501s, and corresponding programs are available at https://drive.g oogle.com/drive/folders/1txUwC3jbSpazqokytqhrN5kKGl_ldFxU?usp= sharing.

## 2. When a strong leader seizes absolute power

Leaders in politics are undeniably pivotal figures, although their roles may not invariably be positive. Prominent political leaders like Mahatma Gandhi (see Fig. 1) and Lech Wałȩsa have made substantial contributions to their nations. Conversely, there have been instances of leaders with profoundly negative impacts, exemplified by Adolf Hitler (see Fig. 2), who was central to the perpetration of the Holocaust. It is noteworthy that many leaders established their political influence by initiating movements with a small group of followers, which grew over time to attain majority status through democratic decisions of a nation [26].

The phenomenon of a strong leader is clearly exemplified through a well-suited application of social impact theory (SIT), formulated by social psychologist Bibb Latané in the 1980s [38,39]. In SIT, individuals can be sources or targets of social influence-termed social impact. SIT is a natural foundation for agent-based modelling when depicting agents with varying social strengths. In the SIT framework, an individual agent has the capacity to alter his opinion due to the


Fig. 1. Mahatma Gandhi and his supporters during the Salt March from Sabarmati Ashram in Ahmedabad to the Arabian Sea at Dandi, India (1930). The march was part of his nonviolent resistance campaign that contributed to India's independence. Source: Credit: Keystone/Getty Images.


Fig. 2. Adolf Hitler, Chancellor of Germany, with his supporters in Nuremberg (1933). Hitler's adept oratory skills played a significant role in transforming a democracy into a tyranny.
Source: Credit: Hulton Archive/Getty Images.
cumulative impact of other agents, particularly when the influence from those who support the agent's existing opinion is outweighed by the persuasive power of agents holding an opposing viewpoint [38,40]. In this way, the SIT framework falls within a wider category of intricate contested contagion models [37]. This theory finds application in various contexts, for instance, it helps in understanding the role of norms in shaping human behaviour [41], exploring self-organization within egaming communities [42], and providing insights into interactions on social media platforms [43].

In its simplest rendition, a SIT model comprises $N$ agents (members of a social group), each holding one of two opposing opinions, denoted as $\sigma_{i}(t)= \pm 1$, where $i=1,2,3, \ldots, N$ [40]. Such a binary opinion representation is apt when addressing highly contentious issues [38,39]. Agents are situated within a social space, where each pair of individuals $(i, j)$ is assigned a social distance $d_{i j}$ and agents exert influence on one another, with this influence diminishing as the distance increases. This influence leads to opinion changes over time, reminiscent of the kinetic Ising model with $s=1 / 2$ [40]. Notably different from spin systems, individuals possess varying levels of impact power, represented by the parameter $s_{i}>0$, signifying their social strength of influence and the impact exerted at the agent $i$ can be written as follows [30,40]
$I_{i}=-s_{i} \beta-\sum_{j=1, j \neq i}^{N} \frac{s_{j} \sigma_{i} \sigma_{j}}{g\left(d_{i j}\right)}$
where parameter $\beta>0$ characterizes self-support (agents' ability to sustain own opinions) and the function $g\left(d_{i j}\right)$ delineates the impact of social influence's decline with increasing social distances $d_{i j}$.

Changes in opinions are guided by the collective social impact $I_{i}(t)$ as follows:
$\sigma_{i}(t+1)=\sigma_{i}(t) \operatorname{sign}\left[-I_{i}(t)\right]$.
Eq. (2) means that the agent $i$ maintains his opinion only when a negative impact $I_{i}(t)$ is perceived at a given moment. Let us emphasize that the discrete-time dynamics of this model are justified, as our opinions do not undergo continuous changes, aligning with the binary representation of agent opinions. Eq. (2) represents completely deterministic dynamics but it can be extended to the stochastic case either by adding to the rhs of Eq. (1) a stochastic variable or using a Glauber approach as follows [30,44]
$\sigma_{i}(t+1)=\left\{\begin{aligned} \sigma_{i}(t), & \text { with probability } P_{i} ; \\ -\sigma_{i}(t), & \text { with probability } 1-P_{i} .\end{aligned}\right.$
where:
$P_{i}=\frac{\exp \left(-I_{i} / T\right)}{\exp \left(-I_{i} / T\right)+\exp \left(I_{i} / T\right)}$
Here the parameter $T>0$ is a measure of social noise level describing the degree of system randomness and it corresponds to the temperature or the noise level in physical processes. This noise encompasses various random influences that evade deterministic description within this model's framework. These influences can originate from both external sources like mass media $[45,46]$ or chance interactions with agents beyond the considered group, as well as internal sources like personal reflections/meditations or irrational spontaneous/unconscious decisions [47,48]. When $T \rightarrow 0_{+}$then Eq. (3) reduces to Eq. (2).

It is crucial to underscore that the social impact model $[38,39]$ elucidates opinion changes and does not distinguish between peaceful and violent societal processes. This implies that opposing opinions represented by variables $\sigma_{i}(t)$ can correspond to such diverse attributes as fashion preferences or conflicting political sentiments.

Fig. 3 illustrates the dynamics of social impact for $N=576$ agents positioned on a square lattice with boundary conditions that do not include agents beyond this square. Blue and red circles depict opinions $\sigma_{i}(t)$, and black bars represent agent strengths $s_{i}$. Social distance $d_{i j}$ is computed using Euclidean metrics, and the decline of social influence follows as $1 / g\left(d_{i j}\right)=d_{i j}^{-\alpha}$. Results are presented here for the exponent $\alpha=4$, yet it has been demonstrated [30] that the principal characteristics of this model hold true for $\alpha=1,2,3$ as well. Furthermore, instead of considering agents within a two-dimensional Euclidean geometry (enabling a more accessible visualization of changes in agents' opinions) where mutual interactions depend on distances $d_{i j}$, a more general system of agents can be explored [44], incorporating an immediacy matrix $m_{i j}$. The matrix serves as a counterpart to the function $1 / g\left(d_{i j}\right)$, with diagonal terms $m_{i i}$ signifying self-support effects. Special instances of immediacy matrix $m_{i j}$ can also be employed to mirror a topology of a social group through a suitable complex network.

Panel 3(a) depicts the initial conditions where strengths and opinions have been randomly assigned. Panel 3(b) displays the configuration at time moment $t=9$ where the dynamics adhere to Eqs. (2) and (1) without noise was applied. Domains of red and blue opinions have emerged, and the ratio $N_{r} / N_{b}$ of the number of red to blue representatives in this panel stands at $344 / 232$. The blue opinion of the minority has persevered in four large clusters near the system boundary, along with a small central cluster comprising two agents with high social strengths (larger black bars). This configuration is a fixed point of the dynamics, with the pattern remaining unchanged in subsequent time steps. Panel 3(c) depicts the opinion pattern at time moment $t=43$ with noise of strength $T=8$ as defined in Eq. (3). Some blue domains have contracted or vanished, altering the ratio $N_{r} / N_{b}$ to $424 / 152$. Panel 3(d) showcases the configuration at $t=234$. The noise
aids the further expansion of the red majority, resulting in the ratio $N_{r} / N_{b}=437 / 139$. This process is even more pronounced in panel 3(e), where the noise intensity is heightened to $T=16$, and the snapshot is taken at $t=813$. The blue opinion has nearly vanished, leaving only 16 blue agents (indeed, most of these blue "dissidents" are fleeting fluctuations with a lifespan of $\delta t=1$ ).

We observe that the noise has eliminated one of the opinions. This occurs because the multi-domain patterns seen in panels $3(\mathrm{~b}-\mathrm{d})$ are metastable configurations, and a slight noise perturbation shifts the system toward the "ground state", where all agents are red (with slightly different initial conditions, the "ground state" with all blue agents could be reached). Such a state is robust, and in a large system, it is highly improbable for the system trajectory to substantially deviate from this "ground state" due to fluctuations. However, the scenario changes when the noise intensity is significantly greater, as illustrated in panel 3(f) corresponding to the noise intensity $T=30$ and the time moment $t=1112$. Such intense noise disrupts most opinion clusters, resulting in nearly equal numbers of red and blue representatives (the ratio $N_{r} / N_{b}$ is 283/293 in this panel).

Now let us consider a scenario where all agents within the group possess the same individual strength, denoted as $S_{i}=1$, except for one individual who will be referred to as the "leader". The leader holds significant influence, with his strength marked as $S_{L} \gg 1$. To facilitate analytical calculations, the leader is positioned at the centre of a circular social group with a radius of $R$ (as depicted in Fig. 4). As the leader's strength $S_{L}$ increases (illustrated in panels (a) and (b) of Fig. 4), the number of his supporters also grows, resulting in the expansion of his faction. This progression is straightforward.

However, what is far from straightforward is the observation that, upon surpassing a certain threshold, a remarkable phenomenon occurs: suddenly, there is no longer any opposition to the leader's influence (as seen in panel (c) of Fig. 4). The presence of the opposing "blue" phase disappears, leaving only advocates of a single opinion. It is important to emphasize that this substantial shift in the number of followers supporting the leader happens with only a slight increase in the leader's strength, transitioning from $S_{L}=237$ (panel (b) of Fig. 4) to $S_{L}=238$ (panel (c) of Fig. 4). The discontinuous change results from crossing a separatrix curve, often referred to as a tipping point [15]. This curve divides distinct domains of attraction within the underlying dynamical system, and you can find a more detailed discussion in the section below Eq. (5).

A similar transition towards the leader's party dominance can be achieved even with a less potent leader by introducing noise into the system (refer to Eq. (3)). The effects of this noise are visible in panels (d) and (e) of Fig. 4. In these simulations, the leader's strength is set at $S_{L}=150$ (still significantly higher than the strength $S_{i}=1$ of the other agents), and a minor noise level is present.

In panel (d), the results after 9 time steps show a well-organized red party at the centre of the community, surrounded by a chaotic mixture of blue and red at the periphery. Shifting to panel (e), representing the outcome after 10 time steps, the previously disordered mixture at the periphery transforms into a red phase consisting mainly of the leader's supporters, with only a few remaining blue dissidents.

Analytical results for the critical leader strength $S_{L c}$, marking the transition to dictatorship, are available in Ref. [30]; see also Refs. [4, 31,44]. By disregarding self-support effects (setting $\beta=0$ in Eq. (1)), and assuming that social interactions in Eq. (1) decay with distance $d_{i j}$ as $1 / g\left(d_{i j}\right)=1 / d_{i j}$, we can approximate the radius $a$ of the leader's party as:
$a \approx \frac{1}{8}\left(\pi R-\sqrt{\pi^{2} R^{2}-8 S_{L}}\right)$
Results for other values of exponents describing the decays of social interactions can be found in [30]. When $S_{L}>S_{L c}=\pi^{2} R^{2} / 8$, Eq. (5) lacks real solutions. Consequently, the coexistence of a leader-centred party and an opposing ring is no longer feasible. As the leader's strength



 (synchronous dynamics) in discrete time steps according to the rule given by Eq. (3).


Fig. 4. Opinion evolution in a social group with 600 agents for the SIT dynamics (see Eq. (1) and (2)) for various strengths $S_{L}$ of the leader placed in the centre of the group. Panel (a): $S_{L}=150$, panel (b): $S_{L}=237$, panel (c): $S_{L}=238$. Panels (d) and (e): $S_{L}=150$ and a small noise added to the dynamics, (d) corresponds to the time moment $t=9$ and (e) corresponds to the time moment $t=10$ (time is measured in macrosteps units when each agent is updated once). Panel (f) describes the case $S_{L}=150$ and large noise intensity.






 strength of the leader $S_{L}$. The line - analytical calculations, points - simulation results.
Source: Adapted from [31].
$S_{L}$ exceeds $S_{L c}$, the radius $a$ of the leader's party jumps discontinuously from $\pi R / 8$ to $R$, and the number of leader followers undergoes a sudden increase from $(\pi / 8)^{2} N \approx 0.154 N$ to $N$. Importantly, this change is not only discontinuous but also irreversible and corresponds to the system tipping point. Even if the leader's authority $S_{L}$ drops below $S_{L c}$, the number of followers remains constant due to the absence of seeds for an alternative opinion.

The amplifying effect of slight social noise on the leader's effective power becomes apparent when examining social impact as a function of distance from the charismatic leader (panel (c) of Fig. 5). In this representation, red fluctuations signify noise, and some agents experience a positive impact, prompting opinion shifts. Notably, members of the leader's party, deeply ingrained in their allegiance, remain unswayed by noise. Conversely, those in the opposition are less steadfast, rendering them susceptible to opinion changes due to the interplay of the deterministic part of social impact and noise. Essentially, noise allows a potent political centre to attract more new supporters than those departing, potentially transforming the system from a two-domain state (leader party and opposition) to a single-domain state. This transition hinges on the leader's potency. A sufficiently powerful leader can establish a dictatorship sans noise. Even a weak leader can seize power through societal disorientation.

Therefore, the strategy to secure absolute power involves not only establishing a strong and influential political centre but also introducing processes that sow confusion in society and increase the level of social noise responsible for irrational behaviour.

The results also mean that a moderate noise can order the system by moving it from a state with two domains (leader party and opposition) to a state with one domain. Both states correspond to local equilibria of this system, and for a certain range of parameters, they coexist in the system's phase diagram (see Fig. 5b). However, the state of single-party domination is more stable and can also exist when the two domains' state disappears. A similar ordering effect of a small noise was observed in a driven model of pedestrians moving in a passage and named freezing by heating [49]. The pattern observed in the panel (d) of Fig. 5 resembles the phase diagram of some superconductive materials.

The data points in panels (b) and (d) of Fig. 5 correspond to numerical simulations, while the lines represent analytical results. For comprehensive information, refer to [4,30,31,44]. Certainly, the aforementioned model is intentionally simplistic, as real social groups do not conform to circular shapes. Nonetheless, it qualitatively encapsulates the dynamics witnessed in Germany during 1933, when Adolf Hitler and his party ascended to power amidst the politically unsettled Weimar Republic. Hitler adeptly formed a potent political faction and utilized various propaganda strategies to disorient society on a massive scale [26].

Illustrating the irrevocable polarization provoked by a forceful leader, we observe this phenomenon through successive parliamentary elections in Germany from 1918 to 1938 [50-53]. The increasing influence of Adolf Hitler is vividly depicted in Fig. 6, showcasing the percentage of seats secured by the German Nazi Parties - the National Socialist German Workers' Party (NSDAP) and its predecessors


Fig. 6. The rapid rise of NSDAP election shares in the Weimar Republic during the period 1930-1932 quantitatively aligns with the outcomes of the strong leader model (compare with Fig. 5c).
Source: Historical data sources: [50-53].

- in federal election outcomes (1924-1938). Support for the NSDAP experienced a dramatic surge from 1928 to 1933. On March 5, 1933, the NSDAP garnered 44.5\% of Reichstag mandates, enabling Hitler and his associates to seize absolute power in the Weimar Republic. Within months, Germany underwent a transformation from a parliamentary republic to a one-party totalitarian police state, where all opposition parties were proscribed.

In subsequent parliamentary elections, such as the one on November 12,1933 , only representatives of the NSDAP and its supporters were elected. In the 1936 and 1938 elections, a single-question referendum format asked whether voters approved a sole list of Nazi and pro-Nazi guest candidates, resulting in the NSDAP receiving over $97 \%$ of the votes and all parliamentary seats. Notably, the support for Adolf Hitler and the NSDAP, as depicted in Fig. 6, increased in a discontinuous manner, akin to the growth of strong leader supporters shown in Fig. 5(c) for the social impact model. Economic and social factors contributing to Hitler's rise from 1928 to 1933 are outside the scope of this paper and they are elucidated in works such as [26].

The swift ascent of NSDAP popularity before 1933 could have potentially served as an indicator for the impending transition toward complete societal polarization. Nevertheless, the model lacks the capacity to predict the outbreak of widespread violence in Germany under NSDAP rule. The onset of violence requires a separate model that comprehends the intricacies of the political changes under consideration, along with the dynamics between opposing social groups.

## 3. Discontinuous transitions in opinions of weakly coupled social groups

Social networks often exhibit a modular topology, composed of communities [54-56]. Consider two social groups, denoted as $A$ and $B$ (two distinct communities), with a loose connection. In other words, the density of "inter-links" connecting agents from different groups is significantly lower than that of "intra-links" binding agents within the same group. This implies weak interaction or influence between the groups. Similar to the SIT models discussed earlier, each agent $a$ holds an opinion represented as $\sigma_{a}= \pm 1$. Notably, all agents share identical social strengths, ensuring symmetrical interactions. The dynamics of these opinions adhere to the Ising Hamiltonian:
$H=H_{A}+H_{B}+H_{A B}$
Here, $H_{A}\left(H_{B}\right)$ characterizes interactions among agents $i A(i B)$ within group $A(B)$, while $H_{A B}$ captures interactions between agents
from distinct groups. The Hamiltonians have the following forms [57, 58]:
$H_{A}=-\sum_{i A \neq j A} J_{i A, j A} \sigma_{i A} \sigma_{j A}$
$H_{B}=-\sum_{i B \neq j B} J_{i B, j B} \sigma_{i B} \sigma_{j B}$
$H_{A B}=-\sum_{i A, j B} J_{i A, j B} \sigma_{i A} \sigma_{j B}$
Here, $J_{x, y}=J_{y, x}$ represents interaction constants for the mutual influence between agents labelled as $x$ and $y$. These constants are either zero (indicating no connection between agents) or positive, signifying an agent's endeavour to persuade another agent to adopt his opinion (and vice versa). Our assumption about weak group interactions holds when only a few inter-group interaction constants $J_{i A, j B}$ are nonzero.

Let us represent the groups with graphs as shown in Fig. 7. The simulations presented here were conducted on synthetic scale-free networks; however, comparable outcomes for other topologies can be found in [58]. Group $A$ comprises 50 agents and is termed the "yellow group" due to its 205 yellow intra-links. The larger group, $B$, consists of 80 agents and is called the "green group" with 185 green intra-links. Opinions $\sigma_{a}$ in both groups are depicted by blue circles ( $\sigma_{a}=-1$ ) or red circles $\left(\sigma_{a}=1\right)$. Given the loose connection between the groups, one can set initial conditions where members of group $A$ lean toward the red opinion, while members of the group $B$ favour the blue opinion. This configuration is depicted in the left panel of Fig. 7.

Our model employs Glauber dynamics [57,58], wherein individual opinion changes are influenced by a local field stemming from the nearest neighbours' opinions of a given agent. The probabilities of such changes depend on the system temperature $T$, which signifies the noise intensity level within the system. When the number of inter-links remains small and the temperature $T$ is low, opinion fluctuations in both groups remain minor. Consequently, the mean opinion is near +1 for the yellow group and approximately -1 for the green group. This is evident in the left segment of the bottom panel in Fig. 7.

Subsequently, as time progresses, we increment the number of interlinks between the two groups. While these inter-links are randomly introduced and could slightly alter the degree distribution and clustering coefficients in both networks, their primary effect is to expose agents to opposing opinions from the other group. When this inter-link count crosses a critical threshold, the group interactions can no longer be negligible. Consequently, one of the groups is expected to shift its opinion due to the opposing influence from the other group. Naively, one might anticipate that the smaller group A would undergo such a change. However, the right panel of Fig. 7 demonstrates that group A maintains its red opinion, and it is the larger group $B$ that transitions from the blue to the red opinion. This transition is also evident in the right segment of the bottom panel of Fig. 7, where the green curve exhibits a sudden upward shift. In fact, the time series displays a kink, signifying the rapid transition of the mean opinion within the entire green group.

Why was the smaller yellow group stronger, i.e., more resistant to changes in its opinion? The secret lies in the higher number of intralinks connecting members of this group. The group could withstand the opinion influence from the larger group due to denser internal connections within the smaller group, which effectively stabilized the opinions of its members. This underscores a clear message to politicians: to ensure resilience, construct a dense network of connections within your party and prevent its fragmentation when facing opposition from another party. Notably, leveraging methods from statistical physics $[57,58]$, it becomes possible not only to identify the group likely to undergo opinion change but also to estimate the required number of inter-links for such an alteration. These calculations rely on the knowledge of both groups' structures, requiring comprehensive information about agents' connections.





 increasing influence of the smaller (yellow) group, facilitated by the growing number of inter-links.

Can an external observer forecast the outcome of the competition between these groups without intricate details about their internal structures? The answer is "yes", as the susceptibility of a group to external influence (i.e., through inter-links connecting it with a group holding opposite opinions) is proportional to the variance of fluctuations of the mean opinion within the group prior to introducing external influence. This deduction stems from the so-called linear response theory [59]. The left segment of the bottom panel of Fig. 7 illustrates that fluctuations in the yellow group were considerably lower than those in the green group. Therefore, even without insight into the topology, it is feasible to predict interaction outcomes between the groups solely by observing opinion fluctuations within both groups.

Let us note the similarities between the model of the strong leader discussed in the previous section within the framework of SIT and the model of weakly coupled communities. In this context, the smaller yet denser connected community $A$ assumes the role of a strong leader. If the influence of this community on community $B$ becomes too strong, there is no room for the simultaneous presence of two opinions within this system. This is akin to the model of the strong leader, where the opposition had no space to exist when the leader's influence was too pronounced. The system exhibits multistability. The state of having two opinions represents a local equilibrium within the system, existing only within a certain parameter range. However, a more stable state involves a single opinion. At the tipping point, the phase characterized by differing opinions in both communities loses its stability, and only a state of social homogenization prevails.

While the dynamics of the considered Ising model are aligned with the broad complex contested contagion category [37], the observed discontinuous phase transition distinguishes itself from transitions witnessed in the threshold model [37] on one-dimensional rings with random long-ties. In the threshold model [37], efficient opinion propagation can occur through targeted cross-links forming broad bridges or hybrid contagions, where certain nodes with lower threshold values act as early adopters. In contrast, our model introduces cross-links randomly and lacks thresholds in its dynamics. Nonetheless, the larger group adopts the opinion of the smaller group for two reasons: (i) the larger group contains numerous nodes with low connection degrees to agents within their group, making a cross-link from the smaller group a potent influence biased toward the opinion of the latter group; (ii) Ising Glauber dynamics is not deterministic, with thermal noise prompting


Fig. 8. Balanced and unbalanced triads (in the strong sense). The symbol +1 represents a positive polarization of a link between two agents (indicating friendship), while -1 denotes a negative link polarization (indicating enmity).
spontaneous opinion flips. Such fluctuations are more prevalent in the larger group (refer to panel (c) of Fig. 7), given the smaller mean node degree in this group. Consequently, nodes within this larger group are more susceptible to changes than nodes in the smaller group (for more details see the linear response theory [59]). In this manner, additional cross-links exert a more pronounced impact on the larger group than on the smaller group.

This model can complement the study of the structure of political blogs in the two months preceding the U.S. Presidential Election of 2004 [60], which demonstrated that liberal and conservative blogs form loosely connected echo chambers. Notably, conservative blogs are more frequently interlinked, creating a denser pattern. A similar observation regarding differing connection densities was noted in conservative and liberal Twitter communities in the U.S. in 2009 [61] and this distinction correlated with higher homophily among conservative Twitter users. It can be speculated that conservative voters in the U.S. generally form denser clusters, which are inherently more stable than liberal communities. Such characteristics can play a significant role in influencing the outcomes of successive elections.

## 4. Three-body interactions: when a friend of my enemy is my enemy

The models described in the previous sections assumed binary interactions between agents. Now, I will consider interactions related to the


 enmity relations.


Fig. 10. Mean values of link polarizations for Heider balance in the full graph [36]. At the point $T^{c} / M=1 / a^{c} \approx 0.583 \cdots\left(x^{c} \approx 0.796 \cdots\right)$, a discontinuous transition occurs between the upper branch $x^{s}$ and the solution $x^{0}=0$. The branch $x^{u}$ serves as a separatrix between domains of attraction for the two stable solutions, for details see [36].
so-called Heider structural balance [32-35,62-65]. These interactions involve triple interactions and correspond to the following rules:
(a) A friend of my friend is my friend.
(b) A friend of my enemy is my enemy.
(c) An enemy of my friend is my enemy.
(d) An enemy of my enemy is my friend.

If all four rules are obeyed, then a corresponding triad is said to be in a state of strong structural balance. If only rules 1,2 , and 3 are obeyed, then it is referred to as weak structural balance. In this discussion, we will focus on systems driven by strong structural balance. Fig. 8 illustrates balanced and unbalanced triads (in the strong sense) using polarizations of links between agents.

For a complete graph of interacting agents, a structural balance implies that all link polarizations are positive, forming a state of paradise, or the system consists of two mutually antagonistic but internally friendly cliques. Fig. 9 illustrates changes in European treaties during
the late 19th and early 20th centuries [35] where green links represent friendship relations and dashed red links represent enmity relations. The first important treaty was 3 Emperors League in the period 187281. Next treaties, which are shown on these graphs reveal that finally two groups of states emerged: Great Britain, France and Russia had formed one group with friendship treaties, similarly Austria-Hungary, Germany and Italy had formed a second group with friendship treaties but between both groups only negative relations existed.

The division into two hostile coalitions is considered to be one of the contributing factors to the outbreak of the First World War. According to [25] ... the war came in 1914 because then, for the first time, the lines were sharply drawn between the two rival groups, and neither could yield on the Serbian issue without seeing the balance pass definitely to the other side.

Consider a complete graph with $N$ agents labelled by the index $i=1,2,3, \ldots, N$. The polarization of a link between nodes $i$ and $j$ is denoted as a dynamical variable $x_{i j}(t)= \pm 1$. From Fig. 8, it follows that a triad $(i, j, k)$ is balanced only if the product of all three polarizations is equal to 1 , i.e., $x_{i j} x_{j k} x_{k i}=1$. The dynamics toward Heider balance can be expressed as follows:
$x_{i j}(t+1)=\operatorname{sign}\left(B_{i j}(t)\right)$,
$B_{i j}(t)=\sum_{k}^{M_{i j}} x_{i k}(t) x_{k j}(t)$,
where the summation in Eq. (11) goes through $M_{i j}$ common nearest neighbours of connected nodes $i$ and $j$. The sum $B_{i j}(t)$ can be considered a local field acting on the link $x_{i j}$ (similarly as the social impact $I_{i}$ in the SIT model given by Eq. (2)), and this dynamic behaviour is part of complex contested contagion [37]. The field $B_{i j}$ can be derived from the Hamiltonian [34]:
$\mathcal{H}=-\sum_{i>j>k}^{N} x_{i j} x_{j k} x_{k i}$.
This Hamiltonian implies that the system can lower its energy if the product of link polarizations $x_{i j} x_{j k} x_{k i}$ in a triangle $i j k$ is positive, aligning with the assumptions of strong structural balance. The deterministic social balance dynamics (10) can be extended by introducing a social


Fig. 11. Time evolution (Monte Carlo dynamics) of mean link polarization $x_{i j}$ for a model of structural balance in a complete graph of size $N=80$ at two different temperatures. For $T=43$, a non-zero link polarization was observed over ten millions time steps. For $T=44$, a transition to a disordered state occurred after two millions time steps. The mean-field critical temperature derived from Eq. (13) is $T^{c}=45.5$, for details see [36].
temperature $T$, similar to the Glauber dynamics for Ising-like models discussed earlier. In the mean-field approximation [36], the mean link polarization can be determined as a fixed point of the equation:
$x(t+1)=\tanh \left[a x^{2}(t)\right]$,
where $a=M / T$, and $M=N-2$ represents the number of different triangles containing a given edge $i j$. For any positive value of the parameter $a$, Eq. (13) possesses a stable fixed point $x^{0}=0$. When $a>$ $a^{c} \approx 1.716$, another stable fixed point $x^{s}$ emerges, depicted as the upper branch in Fig. 10. This solution implies that below a critical temperature $T^{c} \approx 0.583 M$ (when the noise in the system is sufficiently small), a phase characterized by predominantly positive links, resembling the paradise state, can exist. However, as the temperature surpasses $T^{c}$, a discontinuous transition occurs, leading to a disordered phase with mean link polarization equal to $x=0$. In this phase, the number of positive and negative links is the same. The abrupt change in mean link polarization has been verified through Monte Carlo simulations [36], as shown in Fig. 11.

Since the stable solution $x^{0}=0$ holds true for any temperature, observing the close-to-paradise solution $x^{s}$ is not feasible when the temperature is high and subsequently reduced below $T^{c}$. This is because the temperature $T^{c}$ is the tipping point of our system. In other words, the system exhibits hysteresis behaviour, making it impossible to return to the paradise state after departing from it. A thorough analysis [36] indicates that as the temperature decreases, the system enters a phase marked by two cliques of similar sizes, characterized by exclusively positive internal links. However, all links between these cliques are negative. This phase corresponds to the network of international relations in Europe following the British-Russian Alliance of 1907, as depicted in the bottom right graph of Fig. 9.

Let us observe the existence of multiple equilibria within this system, similar to what was discussed for the models of the strong leader and weakly coupled communities. One equilibrium is the "paradise" state, which can only occur under low noise levels. Eq. (13), however, possesses a second solution $x^{0}=0$ that is consistently present and corresponds to a state of two cliques for low noise levels. In fact, there are numerous possibilities to form such cliques, whereas only one paradise state can exist. Once the stability of the paradise state is compromised, the probability of the system reverting to this state when noise levels decrease becomes exceedingly low.

## 5. Conclusions

The exploration of three distinct systems describing collective social behaviour - namely, the social impact model with a strong leader,
weakly coupled communities with Ising dynamics, and a complete graph with triadic interactions illustrating structural balance - has revealed a commonality: all of these systems exhibit discontinuous transitions. These transitions manifest as the sudden disappearance of opposition with the leader's strength or noise magnitude reaching a critical value, the abrupt change of the entire community's opinion with the interlink count to another community hitting a critical value, and the sudden reduction in the number of positively polarized links beyond a critical temperature. Notably, these transitions are irreversible, characterized by hysteresis behaviour that resists the restoration of prior states even after altering parameters.

The transitions discussed correspond to tipping points, specifically the so-called fold catastrophes [66], which are observed in various systems, including the majority model of a network with communities [55] and an activity-driven temporal bilayer echo-chamber system [67].

In response to the central question posed in this paper - why history surprises us - these nonlinear collective dynamics that drive social evolution indeed yield surprising results. Traditional expectations of smooth, reversible changes in social structures are challenged, as certain cases reveal catastrophic, irreversible transitions. These transitions, arising at tipping points in multistable systems, underscore the difficulty of reversing changes once a parameter or collective observable crosses a critical threshold.
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