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Abstract/Summary
The work of John von Neumannn in the 1940’s  on reproducing machines as models for biological systems and self- organized complexity provides a landmark transformation of  dynamical systems theory based on motion, force and energy to the capabilities and constraints of information processors modelled as computing machines. Following this von Neumann computational legacy on CAS,  the major hypothesis emanating from Wolfram (1984),  Langton (1992, 1994), Kaufmann (1993) and  Casti (1994) is that the sine qua non  of complex adaptive systems is their capacity to produce novelty or ‘surprises’ and the so called Type IV innovation based structure changing dynamics of  the Wolfram-Chomsky schema.  The Wolfram-Chomsky schema  postulates that on varying the computational capabilities of agents, different system wide dynamics can be generated: finite automata  produce Type I dynamics with unique limit points or homogeneity; push down automata produce Type II dynamics with limit cycles; linear bounded automata generate Type III chaotic output trajectories with strange attractors.  The significance of this schema is that it postulates that only agents with the full powers of Turing Machines capable of simulating other Turing Machines, which Wolfram calls computational universality can produce Type IV irregular innovation based structure changing dynamics associated with the three main natural exponents of CAS, evolutionary biology, immunology and capitalist growth.  Indeed, Goldberg (1995) claims that the mystery shrouding innovation can be dispelled by a heavy dose of mechanism and that many of the difficulties in the social sciences comes from a lack of a computational theory of  actor innovation.  

This paper builds on Binmore’s (1987) seminal work that introduced to game theory this requisite dose of mechanism with players as Turing Machines and the Gödel (1931) logic involving the Liar or the rule breaker.
  Binmore(1987) indicated that that latter will provide the generic framework for the strategic necessity for the endogenous generation of indeterminism in the system by the actions of highly computationally intelligent agents.  There is also a long standing tradition, albeit an informal one, in the macro policy literature introduced by Lucas(1972) on the strategic use of ‘surprises’.  However, in extant game theory whether eductive or evolutionary there is no notion of innovation being a Nash equilibrium strategy  let alone one that is necessitated as a best response by a structure of opposition.  As in traditional Darwinian evolution, in economic models innovation is either introduced at a random rate or as an ad hoc addition in the form of trend growth. 

  
This paper develops a computational theory of actor innovation by using the Emil Post (1945) set theoretic proof of  the epochal Gödel (1931) incompleteness result to show that the conditions of opposition  between two Turing Machines and for  these machines to mutually recognize this structure are logically necessary for  innovative outcomes whose encoding is beyond algorithmic enumeration. Gödel (1931)  had seminally used the notion of the Liar, the agent who falsifies or controverts, to embody the pure logic of opposition. However, the Liar can falsify or contravene with certainty only from a computable fixed point.  This is intuitively well understood in the Lucasian thesis on policy ineffectiveness that regulatees can contravene policy only if the policy outcomes can be rationally expected.  When there is mutual recognition of the players of the structure of opposition, the so called fixed point with the Liar can be fully deduced to be a non-computable fixed point.  Any total computable function from this non-computable fixed point referred to as the productive function in Post’s set theoretic proof of Gödel incompleteness result, shown to represent the best response function,  can only map into a set that cannot be recursively enumerated, viz. by a Turing Machine.  This coincides with the notion of the strategic use of surprise as intuitively proposed by Lucas (1972). The corresponding equilibrium Type IV dynamics converges  to the non-computable domain between recursively inseparable sets first defined by Post (1944) in the context of undecidable decision problems.  It is in this context, that Casti (1994, pp. 143-149) makes  the connection between complex undecidable dynamics and ‘surprises’.  Langton (1990, 1992) identifies the analog between the Wolfram-Chomsky complexity classes, the halting problem and the phenomenon of phase transitions and colourfully refers to the phase transition associated with Type IV dynamics as “life at the edge of chaos”.  The recursively inseparable sets are two disjoint sets.
 The one on which Turing Machines halt is associated with Type I and Type II dynamical systems with limit points and limit cycles, which Langton calls (computable) order.  The other set on which Turing Machines can be logically  deduced to be incapable of halting represents systems with Type III chaotic dynamics.  Both of these sets represent attractors for dynamical systems that cannot produce novelty.  The domain for novelty producing Type IV dynamics lies outside both these sets.  No finite meta model can ever computably identify the novelty based change in the structure of this system. Though not fully formally understood as this, again the predictive failure of econometric meta models is well known to economists as the Lucas Critique (1976) due to a lack of structural invariance that follow from strategically induced innovation.  Finally, systems capable of endogenous novelty generation experience a critical slowing down at the phase transition between the two other domains of (computable) order and chaos as the system at this juncture is effectively involved in an irreducible process of calculation  of an undecidable global ordering problem of Gödel’s Diophantine degree of complexity.

To conclude, a Nash equilibrium in which agents innovate as a best response to evade hostile objectives of other agents and produce novel objects not previously in action sets is currently outside the ambit of traditional game theory.  The latter, without the scope of the mathematics of incompleteness, can only consider randomization and not innovation in zero sum and oppositional situations.   Remarkably, despite the deep mathematical foundations of CAS on the ubiquitous structure of opposition formalized in the Liar and the capacity for self-referential calculations by agents of hostile behaviour of other agents, systems capable of adaptive novelty are commonplace and by and large only involve the intuitively familiar notion on the need to evade hostile agents.  In Ray’s classic artificial life simulation called Tierra, Ray (1992) when some agents perceive that others are parasitic on them, they start hiding their whereabouts and also mutate to evade the parasite.  Recent research on RNA virus (see, Solé et. al. 2001) has likewise identified a ‘phenotype for mutation’, viz. a behavioural or strategic response favouring novelty, which is a far cry from the notion of random mutation.  Axelrod  (1987) in his classic study on cooperative and non-cooperative behaviour in governing design principles behind evolution had raised this crucial question on the necessity of hostile agents :“ we can begin asking about whether parasites are inherent to all complex systems, or merely the outcome of the way biological systems have happened to evolve” (ibid. p. 41).  It is believed that with the computational theory of actor innovation developed in this paper,  we have a formal solution of one of the long standing mysteries as to why agents with the highest level of computational  intelligence are necessary to produce innovative outcomes in Type IV dynamics.

� Technically, these disjoint sets are recursively enumerable but not their complements are not.  If this were not to be the case, the system will be complete in  that  no novel encoded objects (not already in these sets) can ever arise. 






